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Abstract

Many interesting applications using mobile ad-hoc net-
works are possible if quality-of-service (QoS) can be effec-
tively supported. Towards that end, this paper proposes
a method based on providing a pool of backup paths that
can be used if the primary path can no longer support the
required level of QoS. Such a capability is especially im-
portant for mobile ad-hoc networks because intermediate
nodes (within routing paths) can move around in such net-
works. Route maintenance and switchover should also be
performed in an efficient manner. This is accomplished with
the help of a method referred to as pseudo-distance routing.

1 Introduction

Many applications for MANETs require timeliness con-
straints. Such applications include weather forecasting,
tracking objects in a battlefield and monitoring blood sugar
levels of a diabetic. Let us consider an object tracking appli-
cation using multiple video sensors that can move around.
A user who wants to monitor enemy objects in the battle-
field using an ad-hoc network of video sensors should be
able to observe smooth and up-to-date video streams from
each video sensor. Typically, there are a small number of
monitor nodes but many sensor nodes in this type of sce-
nario. The set of video sensors that are currently tracking
target objects must be able to transmit their video streams to
monitor nodes without being disturbed by other best-effort
message streams. Therefore, supporting the required level
of quality-of-service (QoS) for each video stream is an im-
portant problem in this kind of application.

In order to support QoS in a network, sufficient resources
must be reserved in order to satisfy the QoS requirements
of a particular application. However, due to node mobility
(resulting in network topology changes), unreliable com-
munication channels with high error rates, low bandwidth

and high jitter rates, support for QoS in MANETs is a very
challenging problem. Recently, several QoS-aware routing
algorithms have been proposed to support highly dynamic
networks[1, 2, 3]. A QoS-aware routing algorithm is used
to find a feasible path that meets the QoS requirements of a
data stream, specified in terms of bandwidth, delay, reliabil-
ity or cost. Then it reserves network resources for each link
along the selected path. Using such an algorithm, a source
would be able to send one or more data streams, such as
real-time video in a multimedia application, to one or more
destinations with different levels of service for each data
stream.

In a MANET, a QoS-aware routing algorithm must be
able to handle topological changes quickly. Each QoS-
aware routing algorithm may provide its own mechanism
for handling such changes. A typical mechanism involves
reserving additional network resources for a backup path.
However, such an approach wastes a significant amount of
network resources if most data streams do not make use of
the backup path. Furthermore, previous algorithms that use
this approach do not take link stability into account. Thus,
even if the link stability is very high, which implies that the
probability of the primary path becoming disconnected is
very low, such an algorithm will still need to reserve addi-
tional resources for a backup path that may block other best
effort packets.

Another approach that can be used to support QoS-aware
routing in MANETs is to reconstruct a feasible path when
the primary feasible path becomes disconnected. Since this
approach does not reserve network resources until they are
actually required, waste of network resource is minimized.
However, this approach typically results in a relatively long
recovery time, which may not be acceptable for certain ap-
plications such as multimedia video streaming.

In this paper, as a third alternative, we propose a QoS-
aware reservation pool method that reduces the amount
of wasted network resources while ensuring fast recovery
when the primary path becomes disconnected. This method
is used in conjunction with a new method for MANET rout-
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ing and route maintenance proposed by us in a previous pa-
per. In the next section, related work is discussed. Then,
in Section 3, the proposed approach to QoS-aware routing
is discussed, and the underlying routing algorithm is pre-
sented. Next, Section 4 presents the backup path reserva-
tion pool method used to support QoS in MANETs. Finally,
conclusions are presented in Section 5.

2 Related Work

Lin and Liu [1] proposed a QoS routing method for
MANETs. Lin and Liu’s method is based on code divi-
sion multiplex access(CDMA) over time division multiplex
access(TDMA). Link bandwidth is defined to be the set of
common free slots between two adjacent nodes within a
frame and path bandwidth is the set of available slots be-
tween any two nodes. Paths are found using an underly-
ing routing protocol such as direct sequence distance vec-
tor(DSDV) routing[4]. Primary and secondary paths that
meet the prespecified bandwidth constraints are reserved in
order to support QoS routing. This method has the draw-
back of wasting network resources since secondary paths
will not be used most of the time. Moreover, DSDV is an
inefficient routing algorithm that requires periodic update
messages, and CDMA over TDMA is difficult to achieve in
real applications such as those involving sensor networks.

The ticket based probing (TBP) protocol[2] is a QoS-
aware routing algorithm proposed by Chen and Nahrstedt.
A ticket gives the holder permission to search one path.
There are two types of tickets: yellow and green. A yel-
low ticket is used to maximize the probability of includ-
ing a feasible path because it prefers paths with smaller de-
lays. A green ticket is used to maximize the probability of
finding a low-cost path because it prefers paths with low
cost. By controlling the number of probing messages using
tickets, this method controls the routing overhead required.
Each intermediate node forwards a probing message to its
selected neighbor nodes based on the color of the ticket as-
sociated with that message. TBP provides a localized path
repairing scheme. TBP provides three levels of path redun-
dancies. The first level of redundancy involves establish-
ing multiple routing paths for the same stream. Every data
packet is sent along each path independently. This obvi-
ously implies a lot of network overhead. The second level
of redundancy involves establishing multiple routing paths
but use only one primary path regularly. Although multiple
resources are reserved for each data stream, only resources
along the primary path are used until it becomes discon-
nected. However, resources reserved on the backup paths
still have an adverse effect on other best-effort and real-time
message streams. The third level of redundancy involves
establishing a secondary path only when the primary path
fails. However, establishment of this secondary path may

take a long time, and this secondary path may not able to
meet the specified QoS requirements at the time when the
primary path fails.

Stateless wireless ad hoc networks(SWAN)[3] provide
stateless QoS routing for MANETs. “Stateless” as used
here means that each node does not keep any per-flow or
aggregate state information, but uses feedback information
from the network. A source sends a probing message to-
ward the destination. Then an intermediate node marks
its bandwidth in the packet header when its own available
bandwidth is detected as the bottleneck bandwidth. When
the destination node receives a probing message, it replies to
the source node with the bottleneck bandwidth. Admission
control is performed at the source node when it receives a
response packet from its destination. If the reply message
indicates a lack of bandwidth, the source initiates a rerout-
ing procedure. When overloaded states are detected in a re-
served path, feedback messages are sent to the source node.
The source then initiates another rerouting procedure. The
underlying routing protocol must be able to provide an al-
ternate path when a given path fails the admission test at the
source. This algorithm does not provide secondary paths.
Thus, when a path is broken, a feedback message is sent
to the source node, after which the source node reinitiates
the route discovery phase, which involves a long delay and
a large amount of overhead. Finally, this algorithm suffers
from the false admission problem because it does not use a
forward reservation scheme.

3 QoS-Aware Routing

In QoS-aware routing, when a source node wishes to es-
tablish a connection with a certain level of service, it must
specify its requirements (bandwidth, reliability, cost, level
of tolerance to delays, etc.) to the system. The system
must then determine whether such a connection can be es-
tablished to the requested destination node. If successful,
then the connection is termed to be feasible and the connec-
tion request is granted; otherwise, the connection request
is denied. With a fickle network such as a MANET, how-
ever, even if such a connection is initially established, the
connection may quickly deteriorate to the point where the
initial QoS requirements are no longer met (for simplicity,
we can consider this as a disconnection). In this case, if
possible, an alternate (backup) path must quickly be estab-
lished.

Towards that end, this paper proposes the establishment
of a reservation pool of backup paths that can be used in the
event that the primary path becomes disconnected. Such
a reservation pool consists of a set of network resources,
which can form backup paths, reserved for use by a set of
data streams. Additions can be made to the reservation pool
when a data stream makes a backup path reservation re-
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quest. Several data streams can share a single reservation
pool of network resources (overbooking can occur). There-
fore, when a backup path becomes a primary path, the re-
sources used by that path are marked as “used” in the reser-
vation pool and alternative resources are added to the reser-
vation pool (for a new backup path) if necessary. If there
are insufficient resources for the maintenance of an effec-
tive reservation pool, then feedback messages to that effect
should be sent to source nodes that initiate backup path re-
quests.

First, let us consider the problem of finding and main-
taining feasible paths in a MANET. Feasibility testing,
which is another important problem for QoS, is left as future
work and will not be considered in this paper. For now, let
us consider a link connection to be “broken” if the connec-
tion has deteriorated to such a point that the required level
of QoS can no longer be supported. In a MANET, where
the nodes are mobile and wireless connection quality can
fluctuate, such an event can occur fairly frequently. In or-
der to support QoS-aware routing, the underlying routing
algorithm should be able to provide short-distance paths,
loop free paths and multiple redundant paths. In addition,
it would be desirable for the routing algorithm to be exe-
cutable in a fully distributed manner.

Routing algorithms that are developed for ad-hoc net-
works can be divided into two categories: proactive and
reactive. Proactive routing algorithms attempt to maintain
consistent and up-to-date routing information from each
node to every other node in the network. In order to main-
tain consistent and up-to-date routing information, proac-
tive algorithms have to frequently exchange routing infor-
mation. Therefore, proactive algorithms tend to have large
control message overheads. On the other hand, reactive
algorithms create routes only when desired by the source
node. When a node requires a route to a destination, it initi-
ates a route discovery procedure within the network. After
routes are found, each node updates its own route informa-
tion to adapt to changes in the network topologies.

For QoS-aware routing, the major shortcomings of
TORA[5], link reversal[6] and other reactive algorithms are
the possibility of significant delay during the route discov-
ery and maintenance phases. Since route discovery is based
on flooding of query messages in most reactive algorithms,
it is very costly. In time-constrained applications, excessive
delays during route discovery may result in deadline misses.
However, a hybrid proactive and reactive algorithm can be
used to reduce both route discovery time and route distance.
Thus, in this paper, a hybrid routing algorithm referred to as
pseudo-distance routing (PDR) [7] is used as the underlying
routing algorithm.

3.1 Pseudo-Distance Routing

PDR assumes that all links are bidirectional and reliable
by building on top of the internet MANET encapsulation
protocol (IMEP) [8]. Furthermore, it also assumes that de-
tection of neighboring nodes is performed by an underlying
protocol layer like IMEP. PDR assumes a broadcasting net-
work, which is a widely adopted assumption. Finally, PDR
also assumes that each node has its own unique identifier
(like a MAC address).

3.1.1 Pseudo-Distance

PDR adopts the destination-oriented direct acyclic graph
(DAG) presented in [6]. To transform a given network graph
G = (V,E) into a destination-oriented DAG, each node
should have a “height” value. Unlike TORA and link re-
versal algorithms, a height in PDR is not a value represent-
ing temporal order but a pseudo-distance to the destination.
The height of a node vi, relative to a node vj , is written as
Hi,j =< λ,−α,−β >. A pseudo-distance λ is a distance
metric between a node vi and vj . α is the number of neigh-
bors that have lower λ values than vi and β is the number
of neighbors that have the same λ value as vi.

α represents the number of neighbors that are expected
to be closer than the current node to a destination node and
β represents the number of neighbors that are expected to be
the same distance as the current node to a destination node.
PDR tries to forward packets to a neighbor with greater α
and β values in an attempt to follow paths with more redun-
dancies. Note that in the height metric, α and β are rep-
resented as negative values (in order to be able to facilitate
comparison of height values). When routing a message on
a destination oriented DAG, each node selects a neighbor
with minimum height as its next hop.

Two types of links are identified using the pseudo-
distance concept. Primary links are mainly used to route
packets along shortest-distance paths. Auxiliary links are
used when all primary links are broken. Suppose that the
heights of two adjacent nodes vi and vk, relative to destina-
tion node vj , are Hi,j and Hk,j with Hi,j > Hk,j . Then,
vi sets ei,k as the primary outgoing link only if λi,j > λk,j .
Otherwise, it sets ei,k as the auxiliary outgoing link.

As described in [6], in order to build a destination-
oriented DAG, PDR only requires each node to collect in-
formation from its neighbors. Suppose that a node vj is
the destination. Then another node vi only needs to collect
Hk,j information for vk ∈ Ni to properly set the directions
for all of its links ei,k.

Figure 1 shows an example of a destination-oriented
DAG, oriented toward destination node v6, using the
pseudo-distance concept. Numbers in the vertices repre-
sent unique identifiers for each node and numbers beside
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the vertices are the heights Hi,6 of each node. Solid arrows
represent primary links and dashed arrows represent auxil-
iary links. Note that the pseudo-distance between two nodes
is a multiple of δ, which is the default difference, in units of
λ, between adjacent nodes.

Figure 1. An example of a destination-
oriented DAG, using pseudo-distance, for
destination node v6.

In order to send packets, each node vi simply selects a
node vk ∈ Ni that has the smallest value of Hk,6. In Fig.
1, v1 selects v3 as its next hop since H3,6 < H2,6. In this
case, e1,3 is the only primary outgoing link for v1. Suppose
that v5 wishes to send a packet to destination v6. In this ex-
ample, the pseudo-distances of both v2 and v7 are the same,
and both are primary links. However, v5 should be able to
select v2 as the next node to send a packet to because v2 has
more shortest-distance paths to the destination node. Since
H2,6 < H7,6, v5 selects v2 as its next hop. Suppose instead
that v5 selects v7 as the next hop. In this case, if links e7,8 or
e8,6 are broken, then the packet sent from v5 will fail to be
delivered to destination v6. However, since v5 selects v2 as
its next node, some failure(s) of links can be tolerated (such
as e2,4, e4,6 and others).

3.1.2 Route Discovery and Maintenance

When a node wishes to send packets to a destination, it
broadcasts a QRY packet. Note that every node except the
destination initially sets its own height to null, while the
destination node sets its height to zero. An intermediate
node with a null height that receives the QRY rebroadcasts
it. When a node with a non-null height receives a QRY, it
broadcasts a REP with its height. An intermediate node that
receives a REP updates its neighbor height table and its own
height, and then broadcasts a REP with its height.

A route maintenance phase is triggered by vk when it
loses all of its primary outgoing links. vk updates its

pseudo-distance and transmit an UPD packet to its neigh-
bors to convert its incoming or auxiliary links to outgoing
links. When vl receives an UPD from its neighbors, it up-
dates its neighbor’s heights and checks whether it still has
outgoing links or not. If it loses its last outgoing link, then
it also updates its own height and transmits an UPD to its
neighbors.

3.2 Notation

A node vi is assumed to maintain up-to-date local state
for all of its links. The state information of ei,j includes
D(ei,j), representing the channel delay of link ei,j , and
ABW(ei,j), representing the current available bandwidth
on that link. ei,j may have nStrmi,j data streams, re-
ferred to as Si,j

k , where 0 < k ≤ nStrmi,j . The capac-
ity (maximum bandwidth) of ei,j is referred to as C(ei,j).
BW(Si,j

k ) is the bandwidth reserved for stream Sk on ei,j .
The current residual bandwidth of ei,j can be calculated as

ABW(ei,j) = C(ei,j)−
∑nStrmi,j

k=1 BW(Si,j
k ). For a given

path P i,j , D(P i,j) is the summation of the total delay of all
links in P i,j , and ABW(P i,j) is the minimum bandwidth
among all links in P i,j .

3.3 Finding a Feasible Path

In order to find a feasible path from a source to
a destination, the source node sends probing messages
to the destination based on multiple paths discovered
by PDR. There are three control messages used to find
and reserve a feasible path - DFP(Discovery/Feasible-
path Probing), DNP(Discovery/Nack of Probing) and
DRP(Discovery/Response of Probing). DFP is a probe mes-
sage that is triggered by the source node when it wishes to
establish a connection to a destination. Each node forwards
a received DFP towards one of its outgoing links. DNP is
a NACK response of discovery probing message indicating
that there is no feasible path via that link. DNP is triggered
when a node that receives a DFP does not have valid outgo-
ing links. DRP is a response to a probe message that con-
verts resources in the reservation pool to actual reservation
of those resources (DRP is used to notify the source node of
successful connection establishment). When the destination
node receives DFP, it sends a DRP packet if the path meets
the desired QoS requirements.

There are three methods that can be used to check for the
feasibility of paths - complete search, single probing and
multiple probing. Complete search involves traversing all
possible paths from the source to the destination to check
for feasibility of QoS requirements. Although it requires an
excessive amount of overhead, complete search can be used
if the best path must be found.
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In single probing, the source sends only one probe mes-
sage to the destination along the shortest path Ps. Each
intermediate node vj in Ps checks whether its available
bandwidth ABW(ei,j) and D(eP i,j

s
) are sufficient for the

required level of QoS. If vj meets all these constraints, it
forwards the probe message to its minimum height neigh-
bor vk with current path information P i,j

s , ABW(P i,j
s ) and

D(P i,j
s ). However, if vk fails to meet its delay or band-

width requirements, it informs its previous hop node vj of
this fact. Then vj can send a probe message to another out-
going neighbor vl to traverse another path. If vl also replies
that it can not meet the QoS constraints and vj does not have
other outgoing links, then vj informs its previous hop node
vi of this fact. Then vi can send a probe message to another
of its another outgoing links. The procedure for finding a
feasible path terminates with one of two results - it finds a
feasible path to the destination or the source node has no
more outgoing links to probe. However, this method may
require an excessive amount of search time because it tra-
verses possible paths one at a time.

Multiple probing is a method in which the source initi-
ates several probe messages toward its destination. In order
to traverse paths in parallel, the source node can increase
the number of probe messages to np. Figure 2 shows an
example of multiple probing. Thick lines such as e2,3 and
e4,5 represent highly congested links. In (a) of Figure 2,
v8 sends two DFP probe messages (solid and gray arrows)
to its two smallest-height neighbors. In (b), v2 forwards
the DFP via e1,2 because e2,3 is highly congested. v5 also
forwards the DFP via e5,6 which is the next-to-minimum-
height neighbor. In (c), v6 replies with a DNP to v5 be-
cause it does not have any available outgoing links toward
the destination. v1 forwards the DFP to its minimum-height
neighbor via e1,3. In (d), destination v0 receives the DFP.
Note that v5 also replies with a DNP to v8 because it does
not have any available outgoing links toward destination. In
(e), destination v0 sends an DRP to v3. v8 sends a DFP to its
third-minimum-height neighbor because it receives a DNP
from its next-to-minimum-height neighbor. (f) shows a pri-
mary path from v8 to v0 that meets QoS constraints. Note
that v7 replies with a DNP to v8 eventually because it does
not have any feasible outgoing links toward the destination
v0. When v8 receives the DNP from v7, v8 can discard it.

3.4 Feasible Path Reservation

When each node forwards a DFP message to its neigh-
bor, it makes forward reservation of network resources. For-
ward reservation uses network resources only in the reser-
vation pool. If a link does not find sufficient resources in
the reservation pool, then it attempts to reserve additional
resources, which are then added to the reservation pool (as
many resources as required by the current DFP message).

Figure 2. Example of multiple probing.

When each intermediate node receives a response to an
DRP probe message, it reserves network resources from the
reservation pool and forwards that information to the source
node.

4 Backup Path Maintenance for QoS-Aware
Routing

4.1 Maintaining Backup Paths

In order to provide high availability service, a QoS-
aware routing algorithm should provide alternate feasible
paths toward the destination node. One method for accom-
plishing this is to reserve a backup path Bk for each stream
Sk that is edge-disjoint with the primary path Pk, as in the
second level redundancy technique used in the TBP pro-
tocol [2]. However, maintaining and reserving an up-to-
date feasible backup path in a MANET is very complex
and wasteful of resources. Furthermore, an intermediate
node that detects a broken link must immediately notify
the source node by sending it a feedback message. Un-
til the source receives the feedback message, it will fail to
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properly service data streams. To address this problem, we
propose the use of localized backup path maintenance of
backup paths using the local maintenance functionality of
PDR.

Four control messages are defined to support the main-
tenance of backup paths. MBP(Maintanance/Backup-path
Probing) is a backup path probe message used to find
a backup path when a node detects that a link is go-
ing to be broken. MBP is used to find a local de-
tour to the destination in order to bypass any weak links.
MNP(Maintenance/Nack of Probing) is a NACK of backup-
path probing message that states that there are no feasible
paths via the requested link. MNP is the response to a MBP.
MRP(Maintenance/Response of Probing) is a response to a
backup path probe message sent by the destination. MRP is
used to inform the node that originated the MBP that a de-
tour has been found. REL is a release message that releases
the resources reserved for a data stream. The source sends a
REL message toward the destination to release all resources
reserved by a data stream.

Let us consider an example. Figure 3 shows a portion of
a path that satisfies the QoS requirements of a data stream
S. In (a) of Figure 3, the original primary path Pori is
(v1, v2, v5, v4). In (b), v5 moves away from v2. When
the link stability of e2,5 is detected as progressively getting
worse, v2 initiates the maintenance procedure. As a result
of maintenance, the stream S reserves bandwidth on links
e2,3 and e3,4 in the reservation pool. In (c), even though v2

loses its connection to v5, it can continue to forward pack-
ets from v1 to v4 via e2,3 without any additional operations.
Therefore, S can be serviced continuously.

Figure 3. On-demand maintenance of a data
stream.

In order to find backup paths in an on-demand man-
ner, a QoS-aware routing algorithm should able to esti-
mate link stability. For this purpose, the advanced signal
strength based link stability estimation model(ASBM)[9] or
pilot signal based link stability estimation model(PBM)[10]
can be used. If the underlying radio device provides signal
strength information, then ASBM may perform better than
PDM. However, if the underlying radio device does not pro-
vides signal strength information, then only PBM can be
used.

Figure 4 shows an example of backup path maintenance.
There are three sources denoted with ’S’ marks and a desti-
nation denoted as ’D’. White arrows represent data streams
from each of these sources, and gray arrows represent the
reservation pool for each link. The initial status is shown in

Figure 4. Example of backup path mainte-
nance.

(a) of Figure 4. At this time, because v6 and v5 are mov-
ing, link stabilities of both e2,6 and e4,5 are getting weaker.
However, since the link stabilities are still greater than the
threshold, they do not need to initiate backup path main-
tenance. As time goes by, v2 detects that the link stabil-
ity of e2,6 is less than the threshold in (b) of Figure 4. v4

also detects that the link stability of e4,5 is less than the
threshold. Therefore v2 and v4 initiate backup path main-
tenance procedures. Because v2 has only one outgoing link
excluding e2,6, which is a link used in the current primary
path, v2 sends a backup path probe message MBP via e2,3.
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Similarly, v4 also sends a MBP via e3,4. Because sufficient
bandwidth for e2,3 is not available in the reservation pool,
v2 adds 2Mbps bandwidth for e2,3 into the reservation pool.
Assume that v3 can accept the backup path request. Sup-
pose that v3 receives the MBP from v2 before it receives
the MBP from v4. v3 forwards the MBP with a 2Mbps for-
ward backup path reservation request. Then destination vD

also initiates a reservation for e3,D in the reservation pool
and replies that the path has been reserved. Next, when
v3 receives the MBP from v4, it simply forwards the MBP
via e3,D because 2Mbps bandwidth for e3,D is already in
the reservation pool, and this is sufficient for the 1Mbps re-
quest.

Suppose that v3 receives the MBP from v3 before it re-
ceives the MBP from v4. In this case, 1Mbps bandwidth
for e3,D is entered into the reservation pool. However, after
processing the request from v4, that resource in the reser-
vation pool is changed to 2Mbps in order to support the re-
quest from v2. In (c) of Figure 4, the stream from v2 can be
transmitted without disruption of service by using resources
in the reservation pool for its primary path. Note that, be-
cause the stream from v2 uses e3,D’s bandwidth in the reser-
vation pool, there is no remaining resource for e3,D in the
reservation pool. Therefore, v3 has to reinitialize 1Mbps
in the reservation pool for the stream from v4 and vD also
has to initialize 1Mbps in the reservation pool. In (d), the
reinitialized reservation pool becomes a primary path, and
there are no further entries in the reservation pool because
no backup paths are required and no forward reservation is
performed. The following shows a pseudocode description
of the backup path maintenance procedure. Figure 5 shows
reactions of a node vk that receives MBP message, figure
6 shows reactions of a node vk that receives MNP message
and figure 7 shows reactions of a node vk that receives MRP
message.

4.2 Release of Reserved Resources

Normally, a source sends a REL message to the desti-
nation to release all reserved resources. However, some
resources should be released before the source closes the
established connection because a path may become discon-
nected. In such a case, some resources that can no longer
be used will remain reserved. Therefore, each node must
check the status of the streams, and if it does not receives
packets for N1 times, then it should release those resources
and merge them into the reservation pool. Afterwards, if
it still does not receive data streams for N2 times, then it
should completely remove those resources from the reser-
vation pool.

Resources reserved by forward reservation are released
when RBK or MNP messages are received. Note that re-
sources reserved for backup paths will often not be used. In

1. recvMBP(packet p) {
2. if(isReceived(p)) {
3. drop(p);
4. return;
5. }
6. if(p.DST = vk) {
7. sendMRP(vprev , p);
8. return;
9. } else if (vk has a feasible path to p.DST ) {
10. sendMRP(vprev , p);
11. return;
12. }
13. while((vnxt = selectNextHop()) �= NULL) {
14. if(ek,vnxt

meets constraints of p) {
15. forwardReservationInResvPool(p);
16. updateConstraints(p);
17. storeNextHop();
18. sendMBP(vnxt, p);
19. return;
20. }
21. }
22. sendMNP(vprev , p);
23. }

Figure 5. Pseudo code for recvMBP.

order to release such unused resources, each node maintains
a timer that expires at specific times. After reservation of a
backup path, the timer is started. Then, if the timer expires,
those backup path resources can be released in the reserva-
tion pool. Each node should send periodic update messages
to nodes on the backup path before the timer expires in order
to prevent the premature release of backup path resources.
Note that all reserved resources can be released individu-
ally.

5 Conclusion

In this paper, we propose a QoS-aware routing method
for MANETs based on the use of a reservation pool. A
backup path scheme in which a node that detects a bro-
ken primary path initiates a search for a new backup path
may not be satisfactory because of the excessive delay in-
curred. On the other hand, reservation of a fixed backup
path for each primary path may be wasteful of precious net-
work resources. However, the proposed QoS-aware routing
method can recover quickly from broken links and reduce
the amount of wasted network resources by using a reserva-
tion pool. Furthermore, by incorporating pseudo-distance
routing and its localized reconstruction algorithm, the pro-
posed method can bypass the time-consuming primary path
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1. recvMNP(packet p) {
2. if(isReceived(p)) {
3. drop(p);
4. return;
5. }
6. if(vk = predecessor of the initator) {
7. setInitiator(vk, p);
8. }
9. releaseResvPool(p);
10. while((vnxt = selectNextHopExceptPreviously-
Selected()) �= NULL) {
11. if(ek,vnxt

meets constraints of p) {
12. fowardReservationInResvPool(p);
13. updateConstraints(p);
14. sendMBP(vnxt, p);
15. return;
16. }
17. }
18. sendMNP(vprev , p);
19. }

Figure 6. Pseudo code for recvMNP.

breakage feedback and backup path switchover processes.
This paper has presented preliminary ideas on the effective
support of QoS on MANETs. Feasibility testing for QoS on
MANETs will be addressed as part of future work.
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1. recvMRP(packet p) {
2. if(isReceived(p)) {
3. drop(p);
4. return;
5. }
6. reserveResources(p);
7. if(vk �= initiator of maintenance phase) {
8. sendMRP(vprev , p);
9. return;
10. }
11. }

Figure 7. Pseudo code for recvMRP.
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