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SUMMARY Previous routing algorithms for mobile ad-hoc networks
(MANETs) have focused on finding short-distance path(s) between com-
municating nodes. However, due to the dynamic and unreliable communi-
cation nature of MANETs, previously determined paths can easily become
disconnected. Although dynamic routing can be used to circumvent this
problem, determining a new route each time a packet needs to be sent in-
volves a lot of overhead. An alternative form of dynamic routing involves
maintaining valid routes in routing tables, which can be dynamically up-
dated whenever network changes are detected. This paper proposes a new
routing algorithm, referred to as pseudo-distance routing (PDR), that sup-
ports efficient routing table maintenance and dynamic routing based on
such routing tables.
key words: routing, mobile ad-hoc networks, pseudo-distance

1. Introduction

Wireless ad-hoc networks are composed of mobile nodes
that communicate with each other using radio transmission
without a fixed infrastructure. Such nodes can communi-
cate with other nodes that are within their radio transmis-
sion ranges. If a node needs to communicate outside its ra-
dio transmission range, intermediate nodes are used to relay
packets from the source toward the destination. To relay
these packets, wireless ad-hoc network devices should be
able to detect the presence of other devices and find suit-
able paths to their respective destinations. Like conven-
tional routing algorithms for infrastructured networks, the
optimality of routing paths in terms of the number of hops
in mobile wireless ad-hoc networks (MANETs) is very im-
portant. However, unlike conventional infrastructured net-
works, the network topology is not fixed due to the dynamic
nature of the network arising from factors such as the mo-
bility of the nodes, low signal power, suspended states of in-
termediate nodes (for energy conservation) and interference
in the wireless channel. These factors can cause frequent
and unpredictable changes in network topology. Therefore,
the goal of a routing algorithm for MANETs is not only to
route optimally but also to be adaptable to highly dynamic
changes in network topology. Furthermore, a routing algo-
rithm for MANETs should provide redundant paths that can
be used when the primary route fails or becomes highly con-
gested. Finally, this routing algorithm should be executable

Manuscript received September 7, 2005.
Manuscript revised December 30, 2005.
Final manuscript received February 16, 2006.
†The authors are with the EE Department, Pohang University

of Science and Technology, Pohang, Korea.
a) E-mail: slee@postech.ac.kr

DOI: 10.1093/ietfec/e89–a.6.1647

in a fully distributed manner.

2. Related Works

There has been significant interest in routing algorithms for
MANETs in the recent past. Routing algorithms that are
developed for ad-hoc networks can be divided into 2 cate-
gories: proactive and reactive. Proactive routing algorithms
attempt to maintain consistent and up-to-date routing infor-
mation from each node to every other node in the network.
In order to maintain consistent and up-to-date routing in-
formation, proactive algorithms must frequently exchange
routing information. On the other hand, reactive algorithms
create routes only when desired by the source node. When-
ever a node requires a route to a destination, it initiates a
route discovery process within the network.

2.1 Proactive Algorithms

Proactive algorithms maintain up-to-date routing informa-
tion. To maintain routing information, nodes in the network
should generate periodic control messages that contain rout-
ing information. Therefore, proactive algorithms tend to
require a large control message overhead for routing table
maintenance.

Destination sequenced distance vector (DSDV) [1]
routing is a typical algorithm in the proactive category.
DSDV is based on the classical distributed Bellman-Ford
routing algorithm. Each node in the network maintains a
view of the network topology with a cost for each link and
a distance vector table that has the number of hops to all the
possible destinations. To maintain consistency, each node
periodically broadcasts routing table update messages. If the
number of nodes in the network is large, DSDV may gen-
erate a lot of control traffic even if the incremental packet
scheme is used. Therefore DSDV is not suitable for large
scale applications. Furthermore, it may take a long time to
converge because changes in routing information need to be
propagated to all nodes in the network. Finally, DSDV can
provide only a single route to each destination.

Clusterhead gateway switch routing (CGSR) [3] is an-
other proactive routing algorithm that tries to overcome
shortcomings of DSDV. A cluster is defined as a group of
nodes that can directly communicate with a cluster head
that is elected within the cluster. There are three types of
nodes in CGSR—normal nodes, gateway nodes and cluster
head nodes. Normal nodes belong to one cluster and can
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directly communicate with the cluster head of that cluster.
Gateway nodes can communicate with two or more cluster
heads. Therefore gateway nodes can relay packets from a
cluster head to another cluster head. Cluster heads control
intra-cluster communications and inter-cluster communica-
tions. For inter-cluster communication, each cluster head
maintains a cluster member table and distance vectors of
other cluster heads as in DSDV. Note that only cluster heads
maintain distance vector tables and cluster member tables.
However, the stability of the cluster head is a critical prob-
lem because changing a cluster head is a very expensive pro-
cess. CGSR also provides only a single path to each desti-
nation.

Wireless routing protocol (WRP) [2] is a proactive
routing algorithm with four tables—a distance table, routing
table, link-cost table and message retransmission list table.
An update message is sent after processing updates from
neighbors or after detecting a change in a link to a neigh-
bor, such as a loss of a link or a “hello” message from a
new node. WRP converges in its route maintenance phases
much faster than DSDV, but it still only provides a single
path to each destination. In addition, WRP requires a large
amount of overhead to maintain shortest path spanning tree
information reported by neighboring nodes and to react to
failures.

2.2 Reactive Algorithms

Reactive routing algorithms try to find valid routes only
when a source node wishes to send packets. The major
shortcomings of reactive algorithms are the possibility of
significant delay during the route discovery phase. Since
route discovery is based on flooding of query messages in
most reactive algorithms, it is also very costly. In real-time
applications, excessive delays during route discovery may
result in deadline misses.

Dynamic source routing (DSR) [5] is an on-demand
routing algorithm that implements source routing in
MANETs. To find a path to its destination, a source node
floods request messages toward the destination. When the
destination node receives the request message, it replies to
the source with the route that the received request packet
passed through. Then the source node can send all data
packets along this route. DSR provides only a single path
to a destination, and it suffers from a scalability problem be-
cause each data packet sent by a source has to contain com-
plete routing information and the size of a control message
increases every time it visits an intermediate node.

Ad-hoc on-demand distance vector (AODV) [4] rout-
ing is a widely accepted routing algorithm for MANETs.
Route discovery is the same as in DSR but the route infor-
mation is stored in intermediate nodes as in DSDV. When a
route becomes disconnected, then a “network broken” mes-
sage is sent to the source node in order to re-initiate route
discovery by the source node. If a node wishes to find a
path to a destination that has previously been determined
by another node, it still needs to initiate route discovery by

flooding route discovery packets. Note that this is a very
costly flooding operation that has to be undertaken even if
intermediate nodes have cached route information. When
an intermediate node detects a disconnected link, it can itself
initiate a local route discovery phase. However, if it fails, ad-
ditional time is required (when compared to source-initiated
route discovery only) because the intermediate node reports
the failure of local route discovery to the source node only
after failure of local route discovery is detected by the in-
termediate node. AODV also provides only a single path
to each destination. However, ad-hoc on-demand multipath
distance vector (AOMDV) [10] routing, which is an exten-
sion of AODV, can provide multiple disjoint paths to each
destination. Nevertheless, AOMDV still retains the other
shortcomings of AODV.

Location-aided routing (LAR) [6] utilizes location in-
formation to improve routing performance using external
devices such as global positioning system (GPS) devices.
However GPS is not widely adopted in mobile devices yet,
and a GPS device costs over a hundred dollars. In addition,
GPS devices do not work in indoor environments, tunnels
or forests because GPS devices need to have direct line-of-
sight access to satellites.

Temporally-ordered routing algorithm (TORA) [7] is
an on-demand routing algorithm that supports multiple
paths to each destination. TORA is based on the link re-
versal algorithms proposed in [8]. The main idea of a link
reversal algorithm is to totally order the nodes of a network
with respect to a given destination by assigning a height to
each node and a direction to each link according to the rel-
ative heights of adjacent nodes. By assigning the lowest
height to the destination, the algorithm creates a directed
acyclic graph (DAG) rooted at the destination. A DAG is
destination-oriented if, for every node, there exists a di-
rected path originating at that node and terminating at the
destination [8]. To build a destination-oriented DAG, each
node only needs to maintain routing information for adja-
cent nodes. Therefore, link reversal algorithms are very
scalable and react well in highly dynamic network environ-
ments. As long as a node has at least one outgoing link,
it has a loop-free route toward the destination, as proven in
[8]. When a node loses its last outgoing link, a localized re-
action is initiated, which iteratively reverses the links for all
nodes whose paths are affected by this link failure until new
routes are established. A link reversal algorithm provides
multiple paths to each destination, localized maintenance of
routing paths and fully distributed execution. However, a
link reversal algorithm does not take route optimality into
account. Therefore, repeated reconstruction of destination-
oriented DAGs can result in long detour paths.

In this paper, the pseudo-distance routing (PDR) al-
gorithm is proposed to overcome the shortcomings of the
above algorithms. Like TORA, PDR is also an algorithm
that uses a link reversal mechanism to quickly adapt to
changes in highly dynamic networks. Therefore, PDR in-
herits all of the advantages of link reversal algorithms. How-
ever, to overcome the main shortcoming of link reversal al-
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gorithms (the possibility of long detour paths), PDR em-
ploys a pseudo-distance concept instead of the “height” in
link reversal algorithms and TORA. Furthermore, if a node
initiates a route discovery phase for a destination, then all
affected nodes in the network can maintain valid paths to
that destination, thereby enabling fast route discovery for
that destination during future searches.

3. Pseudo-Distance Routing

3.1 Assumptions

PDR assumes that all links in MANETs are bidirectional.
Actual links in MANETs are not bidirectional. However,
by building a routing algorithm on top of other protocols
that support bidirectional communication, as in the internet
MANET encapsulation protocol (IMEP) [9], bidirectional
communication links can be realized. Furthermore, commu-
nication links of MANETs are very unreliable. Due to the
unreliability of MANETs, some control messages may be
lost during route discovery or maintenance phases. Because
IMEP also provides reliable communication links using an
ACK scheme, it is able to overcome the loss of control mes-
sages. Therefore we can achieve reliable, bidirectional com-
munication links using an IMEP layer. PDR assumes that
detection of neighboring nodes is performed by an underly-
ing layer such as MAC or other layers. Note that IMEP also
provides connectivity information to the upper layer pro-
tocols. PDR assumes a broadcasting network since most
off-the-shelf wireless ad-hoc devices are omni-directional
(IEEE 802.11, bluetooth, etc.). PDR also assumes that each
node has its own unique identifier (like a MAC address). Fi-
nally, PDR does not consider network partitioning.

3.2 Notation

A network is modeled as an undirected graph G = (V, E),
where V is a finite set of nodes and E is a set of bidi-
rectional communication links at a given time instant. A
(src, dst)-path is a finite sequence of nodes P = (src =
v0, v1, · · · , vi, · · · , vn = dst) such that for all 0 ≤ i ≤ n,
ei,i+1 ∈ E and vi � v j for all vi, v j ∈ P. n = |P| is the length
of P, which is the number of nodes in the path P excluding
the source node. Di, j is the distance from vi to v j, which is
the shortest length among all possible (vi, v j)-paths. Finally,
a neighbor set of node vi, written as Ni, consists of all nodes
that have a bidirectional link to node vi ∈ V .

3.3 Pseudo-Distance

As stated above, PDR adopts the destination-oriented DAG
in [8]. In order to transform a given network graph G =
(V, E) into a destination-oriented DAG, each node needs to
have its own height value. Unlike TORA and link rever-
sal algorithms, a height in PDR is not a value represent-
ing temporal order but a pseudo-distance to the destination.
The height of a node vi relative to a node v j is written as

Hi, j =< λ,−α,−β >. A pseudo-distance λ is a distance
metric between a node vi and v j. α is the number of neigh-
bors that have lower λ values than vi and β is the number of
neighbors that have the same λ value.
α represents the number of neighbors that are expected

to be closer than the current node to the destination node
and β represents the number of neighbors that are expected
to be the same distance as the current node to the destination
node. α and β are used to find a next-hop node, preferably
closer to the destination, that has as many different paths to
the destination as possible. Forwarding a packet to a neigh-
boring node that has the largest α or β values should increase
the number of possible redundant paths. Clearly, it is better
to forward a packet to neighbor that has more possible paths
to the destination. Thus, PDR forwards packets to a neigh-
bor with the largest α value, breaking ties with β values if
possible.

PDR compares the heights of two adjacent nodes lex-
icographically. In the height metric, a minus sign is
prepended to α and β. This is done to permit simple lexi-
cographic comparisons. Then, in order to forward packets
toward the destination, each node simply selects a neighbor
with the minimum height as its next hop. Thus, all neigh-
bors with the smallest λ value are considered first. Among
all such neighbors, nodes with the smallest − α value are
considered next. Then, among of these neighbors, nodes
with the smallest − β value are considered as next-hop can-
didates. If there is only one candidate remaining, it is chosen
as the next-hop node. If there are still multiple candidates
remaining, then the candidate with the lowest ID value is ar-
bitrarily chosen as the next-hop node. To reduce the number
of control messages required, temporarily incorrect α and β
values are permitted since small deviations in the number of
alternate subpaths are not catastrophic.

Two types of links are identified when using the
pseudo-distance concept. Primary links are mainly used to
route packets along paths that are as short as possible. Aux-
iliary links are used only when all primary links are broken.
If the λ value of any two adjacent nodes are different, then
the link is primary; otherwise, the link is auxiliary. When
a node loses its last primary link, it need to check whether
it has auxiliary outgoing links or not. If auxiliary routing is
turned on, then the node does not update its height (in or-
der to reduce the number of control messages being sent).
However, if auxiliary routing is turned off, it tries to replace
auxiliary links with primary links by increasing its pseudo-
distance. Note that primary links are expected to reduce the
distance toward the destination but auxiliary links are not.
Therefore forwarding a packet along auxiliary links may in-
troduce extra-hop detours in the path to the destination.

There are four cases to be considered when setting the
directions of links. For any two neighbor nodes vi and vk
with destination v j,

• if λi, j > λk, j, then vi sets its link ei,k as primary outgoing
and vk sets ek,i as primary incoming.
• if λi, j = λk, j and −αi, j > −αk, j, then vi sets its link
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Fig. 1 An example of a destination-oriented DAG using pseudo-distance
for destination node v6.

ei,k as auxiliary outgoing and vk sets ek,i as auxiliary
incoming.
• if λi, j = λk, j, −αi, j = −αk, j and −βi, j > −βk, j, then vi

sets its link ei,k as auxiliary outgoing and vk sets ek,i as
auxiliary incoming.
• if λi, j = λk, j, −αi, j = −αk, j, −βi, j = −βk, j and i > k, then
vi sets its link ei,k as auxiliary outgoing and vk sets ek,i

as auxiliary incoming.

As described in [8], to build a destination-oriented
DAG, PDR requires only local (neighbor) routing informa-
tion (as in link reversal algorithms and TORA). Suppose that
a node v j is the destination. A node vi should collect Hk, j for
all k where vk ∈ Ni in order to properly set all links ei,k.

Figure 1 shows an example of a destination-oriented
DAG, with destination node v6, using the pseudo-distance
concept. The numbers in the vertices represent unique iden-
tifiers for each node and the numbers beside the vertices are
height values Hi,6 for each node. Solid arrows represent
primary links and dashed arrows represent auxiliary links.
Note that the pseudo-distance between two nodes is a mul-
tiple of δ, which is the default difference in λ between adja-
cent nodes.

To send packets, each node vi simply selects a node
vk ∈ Ni that has the smallest Hk,6. In Fig. 1, v1 would se-
lect v3 as its next hop because lexicographically H3,6 < H2,6.
Suppose that v5 wishes to send a packet to destination v6. In
this case, pseudo-distances of both v2 and v7 are the same
and both e5,2 and e5,7 are primary links. However, v5 should
be able to select v2 because it has more remaining paths to
the destination node. v5 selects v2 as the next hop because
lexicographically H2,6 < H7,6. Suppose instead that v5 se-
lects v7 as the next hop. In this case, if links e7,8 or e8,6 are
broken, then the packet sent from v5 will fail to be deliv-
ered to destination v6. However, if v5 selects v2, then several
failure(s) of links, such as e2,4, e4,6 and others, can be tol-
erated. Because the heights of both v3 and v4 are the same,
i.e., H3,6 = H4,6, and the identifier of v4 is greater than v3, v4
sets e4,3 as its auxiliary outgoing link.

3.4 Control Messages

Initially, every node except the destination sets its height to
null. The destination node sets its height to zero. In order
to assign and maintain height values, three types of control
messages are defined.

• QRY is a route query message that is triggered when
a node wishes to send a packet to a destination node.
QRY is defined as < DS T,ORI, S EQ > where DS T is
the destination, ORI is the source node that initiates the
route discovery phase and S EQ is a sequence number
used to distinguish QRY messages. QRY is forwarded
toward the destination or an intermediate node that has
a non-null height value.
• REP, which contains pseudo-distance information, is

the reply message for a QRY. REP is defined as <
DS T,H, S EQ,ORI > where H is the height of the
node that sends the REP. REP is triggered by a QRY
if a node has valid route information (actually, a node
that has a non-null pseudo-distance) for the destination
node. REP may also be generated by another REP to
forward routing information.
• UPD is a route maintenance message used to reflect

topological changes in a MANET. UPD is also defined
as < DS T,H, S EQ,ORI >. UPD is triggered when a
local pseudo-distance λ value is changed. Note that for
efficiency, in case only α or β values are changed, an
UPD is not triggered because temporal inconsistencies
in α and β values can be tolerated. The pseudo-distance
λ is changed locally when a node loses all of its outgo-
ing links.

Note that PDR assumes that MANETs are broadcast net-
works. Thus, if vi sends a control message, all nodes vk ∈ Ni

can listen to this message and perform the required opera-
tions as described in Sects. 3.5 and 3.6.

The algorithm for assigning pseudo-distance values
consists of two phases. The first (route discovery) builds
a destination-oriented DAG by assigning a height to each
node and the second (route maintenance) maintains the
destination-oriented DAG whenever there are topological
changes.

3.5 Route Discovery Phase

When a source node vi wishes to send packets to a des-
tination node v j, vi first checks its height Hi, j. If Hi, j is
null, then vi initiates route discovery phase by broadcasting
QRY=< v j, vi, qryseqi > to its neighbors. After broadcast-
ing QRY, vi increases its own qryseqi value by 1. Figure 2
shows the pseudocode of procedure executed when a node
vk receives a QRY message from its neighbor vl. An inter-
mediate node vk that receives a QRY from vi rebroadcasts
QRY=< v j, vi, qryseqi > if Hk, j is also null (lines 12–13 of
Fig. 2). An intermediate node vl may receive multiple QRYs
from its neighbors. In that case, vl broadcasts only the first
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1. recvQRY(message p) {
2. if(isReceived(p)) {
3. drop(p);
4. return;
5. }
6. if(p.DS T = vk) {
7. sendREP(Hk,k, repseqk++);
8. return;
9. } else if (Hk, j! = NULL) {

10. sendREP(Hk, j, repseqk++);
11. return;
12. } else {
13. sendQRY(p);
14. }
15. return;
16. }

Fig. 2 Pseudocode for recvQRY.

1. recvREP(message p) {
2. if(isReceived(p)) {
3. drop(p);
4. return;
5. } else {
6. updateNeighbor(p);
7. }
8. if(p.DS T = vk) {
9. drop(p);

10. return;
11. } else if (Hk, j = NULL) {
12. λk, j = λl, j + δ;
13. updateHeight();
14. sendREP(Hk, j, repseq j);
15. return;
16. } else if (λk, j − λl, j > δ) {
17. λk, j = λl, j + δ;
18. updateHeight();
19. sendREP(Hk, j, repseq j);
20. return;
21. }
22. }

Fig. 3 Pseudocode for recvREP.

QRY and drops other QRYs because they have the same ORI
and S EQ (lines 2–5 of Fig. 2).

When the destination node v j receives a QRY from
its neighbor vm, it broadcasts REP=< v j,Hj, j, repseq j, vi >
where vi is the source node that initiated the route discovery
phase and Hj, j =< 0, 0, 0 > (lines 6–8 of Fig. 2). Figure 3
shows the pseudocode for the procedure executed when vk
receives a REP from vl with destination v j. When vm re-
ceives the REP, it updates its neighbor’s table with informa-
tion from the REP (lines 5–6 of Fig. 3) if it has not received
this message already. Then vm updates its pseudo-distance
to λm, j = λ j, j + δ, where λ j, j = 0, and the corresponding
α and β values because the previous height Hm, j was null
(lines 11–13 of Fig. 3). After vm updates Hm, j, it broadcasts
REP=< v j,Hm, j, repseq j, vi > to its neighbors (line 14 of
Fig. 3). Note that although v j also receives this REP mes-
sage, it simply drops the message because v j is the destina-
tion (lines 8–10 of Fig. 3). The neighbors of vm may receive

Fig. 4 An example of route discovery.

multiple REPs generated by v j. Suppose that an intermedi-
ate node vk receives REPs from vl first and vn last. When
vk receives a REP from vl, it updates its pseudo-distance
as λk, j = λl, j + δ (lines 11–15 of Fig. 3) because the pre-
vious value of λk, j was null. Afterward, when vk receives
a REP from vn, it compares λk, j to λn, j (line 16 of Fig. 3).
If λk, j − λn, j > δ, then vk updates its pseudo-distance to
λk, j = λn, j + δ and updates the corresponding α and β val-
ues (lines 17–18 of Fig. 3) because the path through vn is
expected to be shorter than the path through vl. After up-
dating its height, vk broadcasts the REP to its neighbors as
described line 19 of Fig. 3. Note that δ is the default one-hop
difference between two adjacent nodes.

Figure 4 shows an example of the route discovery
with destination node v1. Shaded vertices represent nodes
that broadcast QRY and slashed vertices represent nodes
that broadcast REP. Solid arrows represent primary links,
shaded and dotted arrows represent currently updated links
and dashed arrows represent auxiliary links. Initially, in
Fig. 4(a), v9 triggers the route discovery phase by broad-
casting QRY=< v1, v9, 0 > to its neighbors. In (b), v4 and
v5 forward the QRYs received (lines 12–13 of Fig. 2). In
(c), v2, v6, v7, v8 also forward the QRYs received. In (d), v1
broadcasts REP=< v1,H1,1, 0, v9 > (lines 6–8 of Fig. 2) be-
cause v1 receives a QRY from v2. In (e), v2 and v3 forward
the REP received to their neighbors after updating their own
routing tables with the new local pseudo-distance and cor-
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responding α and β values (lines 11–15 of Fig. 3). Note that
v1 receives two REPs from v2 and v3, but simply drops the
later messages (lines 8–10 of Fig. 3). In (f) and (g), other
nodes keep forwarding REP to their neighbors and update
their height values. Finally, (h) in Fig. 4 shows the resulting
destination-oriented DAG directed toward v1. Note that the
pseudo-distances of the initial destination-oriented DAG are
exactly proportional to actual distances.

3.6 Route Maintenance

When a node vk detects that a link is broken, it does not react
if it still has primary outgoing links. However, if vk loses its
last outgoing link toward destination node v j, then vk trig-
gers a route maintenance phase. There are two options for
the route maintenance phase. In order to provide shorter
routes, vk can trigger a route maintenance phase when it
loses its last primary outgoing link even if vk still has aux-
iliary outgoing links. On the other hand, in order to reduce
the number of control messages required, vk can trigger a
route maintenance phase only when it loses all of its outgo-
ing links, including auxiliary links. In the rest of this paper,
we will simply assume primary-link-only routing as the al-
ternative cases are simple adaptations from this simple case.
Note that a node may lose its outgoing link when all out-
going links become disconnected or when it changes link
directions in response to an update message received from a
neighboring node.

Figure 5 shows the pseudocode of the procedure exe-
cuted when node vk loses its last outgoing link toward desti-
nation v j. Since vk has lost its last outgoing link, α is zero. If
βk, j = 0, then vk does not have a neighbor such that λk, j = λl, j

for all vl ∈ Nk. This case occurs when vk does not have any
auxiliary links. Therefore, vk updates its pseudo-distance as
λk, j = minvl∈Nk (λl, j) + δ in order to change some of its in-
coming links to primary outgoing links (lines 2–5 of Fig. 5).
On the contrary, if βk, j > 0 and there exist a node vl ∈ Nk

such that λk, j < λl, j, then vk updates its pseudo-distance as
λk, j = �(λk, j + minvl∈Nk (λl, j))/2�, where λk, j < λl, j, in order

1. lostLastPrimaryOutgoingLink() {
2. if{βk, j = 0} {
3. λk, j = minvl∈Nk (λl, j) + δ;
4. updateHeight();
5. sendUPD(Hk, j, updseqk);
6. } else if (there exist any vl nodes such that λk, j < λl, j for all
vl ∈ Nk ){

7. λk, j = �(λk, j + minvl∈Nk (λl, j))/2�, where λk, j < λl, j;
8. updateHeight();
9. sendUPD(Hk, j, updseqk);

10. } else {
11. λk, j = minvl∈Nk (λl, j) + δ;
12. updateHeight();
13. sendUPD(Hk, j, updseqk);
14. }
15. return;
16. }

Fig. 5 Pseudocode of procedure executed when last outgoing link is lost.

to change its auxiliary links to primary outgoing links (lines
6–9 of Fig. 5). Note that other incoming links remains un-
changed in these cases. Finally, if βk, j > 0 but there is no
node that satisfies the condition λk, j < λl, j for all vl ∈ Nk,
then vk updates its pseudo-distance as λk, j = min(λl, j) + δ to
change all of its incoming links to primary outgoing links
(lines 11–13 of Fig. 5). After updating Hk, j in either case,
vk broadcasts an UPD to its neighbors to notify them of the
change in its pseudo-distance.

The pseudocode of the procedure executed when vl re-
ceives an UPD from vm, with destination v j, is shown in
Fig. 6. When vl receives an UPD from its neighbor vm ∈ Nl,
it first updates its own routing table. If λl, j was previously
null, vl updates its λl, j to λl, j = λm, j+δ (lines 8–12 of Fig. 6).
On the other hand, vl may lose its outgoing link if λl, j ≤ λm, j

(line 13 of Fig. 6). In that case, vl has to update its pseudo-
distance as described in lines 14–17 of Fig. 6. Finally, if vl
receives an UPD that states that λl, j − λm, j > δ, which indi-
cates that a new shorter distance path to the destination has
been found, vl updates its pseudo-distance to λl, j = λm, j + δ
(lines 18–22 of Fig. 6).

Figure 7 shows a simple example of route mainte-
nance that demonstrates the need for the use of δ in PDR.

1. recvUPD(message p) {
2. if (isReceived(p)) {
3. drop(p);
4. return;
5. } else {
6. updateNeighbor(p);
7. }
8. if (Hl, j = NULL) {
9. λl, j = λm, j + δ;

10. updateHeight();
11. sendUPD(Hl, j, p.S EQ);
12. return;
13. } else if (λl, j ≤ p.H.λ) {
14. if(isLostLastPrimaryOutgoingLink()) {
15. lostLastPrimaryOutgoingLink(); {
16. return;
17. }
18. } else if (λl, j−p.H.λ > δ) {
19. λl, j = λm, j + δ;
20. updateHeight();
21. sendUPD(Hl, j, p.S EQ);
22. return;
23. }
24. }

Fig. 6 Pseudocode for recvUPD.

Fig. 7 An example of route maintenance.
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Fig. 8 A second example of route maintenance.

Vertices filled in with backslash lines represent nodes that
broadcast UPD. In (a), node v2 loses its last primary out-
going link toward destination node v1 because link e2,1 be-
comes disconnected. In (b), v2 updates its pseudo-distance
to λ2,1 = �(λ2,1 + minni∈N2 (λi,1))/2�, where λi,1 > λ2,1 (line
7 of Fig. 5) because β2,1 = 1 and there are three neigh-
bors that have greater pseudo-distance values than v2 and
meet the conditions of line 6 in Fig. 5. Note that all neigh-
bors vi except v3 have λi,1 = 2δ. The node that satisfies
minni∈N2 (λi,1), where λi,1 > λ2,1, is v5. Suppose that δ is 1.
λ2,1 = �(λ2,1 + λ5,1)/2� is 1, which is not acceptable in PDR
because it can not reverse any links attached to v2. Thus,
PDR has to choose λ2,1 = 2, which results in link reversal
topological changes for nodes v4, v5, v6, v7, v8 and v9. In or-
der to deal with such cases, δ should be a sufficiently large
integer value. Note that only a single step is sufficient for
convergence in this example. For the same example, TORA
requires seven steps for convergence as described in the ap-
pendix.

Figure 8 shows another example of route maintenance.
In (a), v5 moves toward the right direction. Therefore, links
e5,6, e5,2 and e5,4 become disconnected. For simplicity, sup-
pose that all three links are broken at the same time. Then v5
updates its pseudo-distance to λ5,1 = minvl∈N5 (λl,1) + δ = 4δ
(lines 2–5 in Fig. 5). Also, α5,1 becomes 3 since v5 has
three neighbors with smaller pseudo-distance and β5,1 be-
comes zero since v5 does not have any neighbors with the
same pseudo-distance. The intermediate DAG is shown in
Fig. 8(b). When v7 receives an UPD from v5, it loses its
last primary outgoing link because e7,5 becomes a primary
incoming link due to λ5,1 = 4δ. Therefore, v7 also has
to update its pseudo-distance to reverse some of its links
as shown in (c) of Fig. 8. Since v7 loses its last outgoing
link (λ7,1 < λ5,1), it executes the “lostLastPrimaryOutgo-
ingLink()” procedure (lines 13–16 of Fig. 6). Then, v7 up-
dates its pseudo-distance to λ7,1 = �(λ7,1+λ5,1)/2� (lines 6–9
of Fig. 5) because v7 has a neighbor v5 that has λ5,1 > λ7,1

and β7,1 is 1. The final destination-oriented DAG that results
is shown in (d).

Figure 9 compares PDR with TORA. (a) in Fig. 9

Fig. 9 Comparison of PDR with TORA.

shows the initial routes used by PDR when δ = 4 and
(c) shows the initial routes used by TORA for the same
MANET. Suppose that the link e5,6 becomes temporarily
disconnected. Then v5 updates its height in both algorithms;
H5,6 =< 12,−1, 0 > in PDR and H5,6 =< 1, 5, 0, 0, 5 >
in TORA. If the link e5,6 is re-established later, then v5 up-
dates its pseudo-distance to find shorter paths in PDR as
shown in (b) of Fig. 9. However, TORA does not update
any height values because both v5 and v6 have their own
height values. The destination-oriented DAG produced with
TORA is shown in (d) of Fig. 9. The (2,6)-path selected
by PDR is PPDR

2,6 = (2, 5, 6) and the length of this path is
|PPDR

2,6 | = 2. However, the (2,6)-path selected by TORA is
PTORA

2,6 = (2, 4, 8, 6) with length |PTORA
2,6 | = 3. Note that

the distance of a (2,6)-path is D2,6 = 2 since that is the
length of the shortest path from node 2 to node 6. As stated
in Sect. 2.2, TORA may produce paths with increased path
lengths after a few topological changes.

4. Evaluation

Simulations were conducted to evaluate the benefits and
costs of the PDR routing algorithm using ns-2 [11], which is
a discrete event simulator tool commonly used in network-
ing research. We compared the performance of PDR with
TORA because TORA is a previously proposed link rever-
sal algorithm. The other algorithms discussed in Sect. 2 are
not compared because they all have major drawbacks, such
as high overhead and being able to provide only one path to
each destination, and thus are not directly comparable to our
approach.

4.1 Simulation Environment

The distributed coordination function (DCF) of IEEE
802.11 [12] for wireless LANs is used for the MAC and
PHY layers. The data rate is set to 11 Mbps that is a rate
widely supported by 802.11b devices. The simulation space
is a 500 m × 300 m area, and the communication range of
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Fig. 10 Path length vs. number of nodes.

each node is set to 130 m. The mobility of the nodes are
controlled by a mobility generator function in ns-2 that uses
a random destination model [13]. Each node starts its jour-
ney from a random location to a random destination with
a randomly chosen speed that is uniformly distributed be-
tween 0 and a maximum speed. When a node arrives at its
destination, it stays there for some time and then restarts its
journey to another random destination with a randomly cho-
sen speed. Finally, the simulation time is set to 130 seconds.
A source sends 256 bytes of UDP packet to its destination
every 1 second from 10 seconds after the simulation starts
to 125 seconds. The maximum speed of each node and the
number of nodes are varied for each simulation scenario.
Data are collected for ten different simulation scenarios.

4.2 Simulation Results versus the Number of Nodes

Figure 10 shows the average path length of PDR and TORA
versus the number of nodes when nodes are moving up to
5 m/s. We track each successfully delivered packet and build
the path Psrc,dst that the packet passes through. The detour
ratio is defined as (|P| − D)/D, where |P| is the length of
the path as defined in Sect. 3.2 and D is the distance of the
path as defined in Sect. 3.2. As shown in Fig. 10, the detour
ratio of PDR is less than 5% but that of TORA is about 4
times larger than PDR. This is because PDR tries to keep
pseudo-distances as small as possible even if it introduces
more control messages.

Figure 11 shows the average number of control mes-
sages that PDR and TORA generate versus the number of
nodes. Due to the effects of δ as described in the previous
section, control messages can be decreased for some types
of topological changes. However, PDR generates more con-
trol messages than TORA because each node exchanges its
height information with a neighbor whenever a new link is
established between two nodes. Note that there is a trade-off
relation between the number of control messages generated
and the detour ratio.

Figure 12 shows the average packet drop rates for PDR
and TORA. The packet drop rate is calculated as the num-
ber of dropped packets divided by the total number of mes-
sages sent by the sender. In most cases, PDR shows lower

Fig. 11 Number of control messages vs. number of nodes.

Fig. 12 Packet drop rates vs. number of nodes.

packet drop rates because PDR attempts to choose a paths
with more alternative paths to each destination. In the aver-
age for all cases, PDR loses 7.587% of its packets but TORA
loses 10.435% of its packets. However, the packet drop rate
for PDR is slightly greater than TORA when the number
of nodes is 30 because the shortest route is unstable in a
high-density network due to the edge effect [14]. Note that,
unlike TORA, PDR always attempts to choose paths that are
as short as possible. Therefore, in some mobility scenarios
(two out of ten), PDR shows worse packet drop rates than
TORA.

4.3 Simulation Results versus Mobility of Nodes

Figure 13 shows the effect of mobility on path lengths when
the number of nodes is fixed at 30. As in Fig. 10, PDR shows
better performance than TORA in terms of both path lengths
and detour ratios.

Figure 14 shows the average number of control mes-
sages generated versus node mobility. As the maximum
node speed is increased, the number of topological changes
also increases. Therefore, the number of control messages
required for both PDR and TORA will also tend to increase.
However, due to the effect of δ as described in the previous
section, PDR does not require control messages for some
types of topological changes. Therefore, the actual num-
ber of control messages required for PDR are comparable to
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Fig. 13 Path length vs. node mobility.

Fig. 14 Number of control messages vs. node mobility.

Fig. 15 Packet drop rates vs. node mobility.

TORA even though PDR exchanges messages whenever a
new link is established.

Figure 15 shows average packet drop rates versus node
mobility. On average, PDR loses 9.13% of its packets while
TORA loses 10.109% of its packets. In the 5 m/s case, PDR
shows a worse packet drop rate due to the same reason as in
Fig. 12.

5. Conclusion

In this paper, we proposed a new routing algorithm, termed

pseudo-distance routing (PDR), that discovers and main-
tains short-distance, multiple paths to each destination in a
mobile ad-hoc network. Analysis of example cases and sim-
ulation results show that PDR provides shorter paths than
TORA (a previously proposed routing algorithm with fea-
tures similar to PDR), but that PDR may require a few more
control messages. In addition, PDR results in a lower packet
drop rate, on average, than TORA because PDR chooses
paths with more alternative sub-paths to each destination.
Due to these features and the fact that TORA is better than
previously proposed algorithms for MANETs, it is claimed
that PDR is a practical routing algorithm for MANET envi-
ronments.
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Appendix: TORA Example

This figure shows the route maintenance phase for the same
MANET topology as that shown in Fig. 7. As stated above,
PDR only requires a single-step operation, while TORA re-
quires 7 steps for convergence. The details of each step are
described in Fig. A· 1.

Fig. A· 1 TORA example with the MANET of Fig. 7.
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